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ABSTRACT

We explored the impact of running in the severe intensity domain on running mechanics and muscle oxygenation in competitive
runners by investigating the relationship between mechanical deviations from typical stride characteristics and muscle oxygen
saturation (SmO,) in the quadriceps muscle. Sixteen youth competitive runners performed an 8-min exhaustive running test on
an outdoor track. Running mechanics were continuously monitored using inertial measurement units. Rectus femoris SmO,
and total hemoglobin (a measure of blood volume) were continuously monitored by near-infrared spectroscopy. One-class sup-
port vector machine (OCSVM) modeling was employed for subject-specific analysis of the kinematic data. Statistical analysis
included principal component analysis, ANOVA, and correlation analysis. Mechanical deviations from typical stride character-
istics increased as the running test progressed. Specifically, the percentage of outliers in the OCSVM model rose gradually from
2.2+0.8% at the start to 43.6 =28.2% at the end (p <0.001, mean = SD throughout). SmO, dropped from 74.3 + 8.4% at baseline to
10.1+6.8% at the end (p <0.001). A moderate negative correlation (r=—0.61, p=0.013) was found between the average SmO, and
the percentage of outlier strides during the last 15% of the run. During high-intensity running, alterations in running biomechan-
ics may occur, linked to decreased quadriceps muscle oxygenation. These parameters highlight the potential of using running
kinematics and muscle oxygenation in training to optimize performance and reduce injury risks. Our research contributes to
understanding biomechanical and physiological responses to endurance running and emphasizes the importance of individual-
ized monitoring.

1 | Introduction fatigued can lead to changes in technique and increase the risk

of musculoskeletal injuries [2]. Recognizing fatigue and under-

Endurance running requires the ability to withstand fatigue,
which typically entails a decrease in performance attributes
over a specific time. Fatigue has been defined by Enoka and
Duchateau [1] as a disabling symptom in which physical and
cognitive function is limited by interactions between perfor-
mance fatigability and perceived fatigability. Running while

standing the performance indices that affect endurance running
are crucial for effective training planning.

Research has shown that individuals modify their movement
patterns to maintain task performance when fatigue accumu-
lates by increasing motor variability [3]. The development of
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fatigue from repetitive movements significantly influences both
the spatial and temporal characteristics of posture and move-
ment, as observed in the literature [4]. When individuals engage
in continuous physical tasks, the motor system exhibits a certain
degree of adaptability by subtly adjusting both movement strat-
egies and coordination patterns to offset the diminishing capa-
bilities of fatigued muscles [5]. Moreover, temporal adjustments
become apparent in the synchronization of movement timings,
such as the closer occurrence of peak velocities between differ-
ent joints, indicating a shift toward more unified movement pat-
terns to conserve energy and maintain performance [6]. Despite
these adjustments, the fundamental characteristics of the tasks
are preserved, underscoring the human motor system's ability
to dynamically reorganize itself [7]. This capacity for adaptation
ensures that, even when fatigue impacts muscle function, the
efficiency and effectiveness of movements are sustained, show-
casing the resilience and flexibility of motor control in response
to physical challenges.

Bates and coworkers [8] identified unique performance char-
acteristics among five elite runners that were not evident when
a group-based analysis approach was adopted. Nevertheless,
running biomechanics have mostly been investigated using
group-based analyses. While group analysis is valuable for un-
derstanding differences between groups and identifying univer-
sal features of human movement [9], it often masks the unique
characteristics of individual performers [10, 11]. In contrast,
single-subject analysis can effectively identify emerging pat-
terns and track changes within an individual, regardless of level
of expertise. With the substantial improvement in wearable in-
ertial measurement unit (IMU) sensors in terms of quality, cost,
and ease of recording very large time series data, such systems
are increasingly used to quantify fatigue, training load, and run-
ning mechanics, as well as to explore movement patterns [12].
IMUs are often chosen by researchers to track changes in stride
characteristics because of their capacity to continuously mon-
itor stride characteristics of running biomechanics. Thus, they
provide a comprehensive view of how an individual's running
form evolves under stress, offering a link between biomechan-
ical changes and performance outcomes. The ability to capture
this information continuously and noninvasively makes IMUs
an ideal tool for this purpose.

Advanced data analysis techniques, such as supervised machine
learning models, have been proposed to model the complex re-
lationships between biomechanical parameters and outcomes
of interest, like fatigue and health status. [13]. The one-class
support vector machine (OCSVM) is a method for identifying
deviations from normative patterns [14]. When considering
movement-based disciplines, such as endurance running, it is
crucial to detect biomechanical alterations in relation to the
dominant movement pattern, early enough to minimize injury
risk and optimize performance. The power of the OCSVM lies
in its ability to train on a single “norm group,” representative
of typical performance patterns, and then discern deviations or
outliers from this established norm. Kobsar and Ferber's work
[15] exemplifies the application of OCSVM in the context of gait
patterns after clinical intervention. Their approach, which was
also adopted by Hawley et al. [16] in identifying fatigue-related
changes in whole-body kinematics over the course of a 60-min
repetitive lifting protocol, opens the possibility of applying

OCSVM to track deviations in endurance running movement
patterns.

Biomechanical studies relating to running are rarely accom-
panied by physiological measures of effort. Yet, such an inter-
disciplinary approach can shed light on whether (and which)
changes in muscle physiology during exercise, especially hard
and fatiguing exercise, can explain changes in movement pat-
terns. One such physiological parameter is muscle oxygenation,
expressed as muscle oxygen saturation (SmO,) and defined as
the percentage of total heme molecules (as part of hemoglo-
bin, myoglobin, and cytochrome structure) in muscle tissue
that carry bound oxygen at the time of measurement. SmO,
is assessed with wearable devices that use near-infrared spec-
troscopy to distinguish between oxygenated and deoxygenated
heme and then calculate oxygenated heme as a percentage of
total heme. SmO, has been shown to drop substantially during
exhaustive endurance exercise [17].

Thus, the aims of the present study were to (a) quantify the
deviation path of stride characteristics during running in the
severe intensity domain using multiple time series of lower
extremity kinematics and (b) associate such deviations with
SmO, as a physiological index of muscle function. We hypoth-
esized that deviations (outliers) from a fundamental running
pattern, marked by acute changes in running biomechanics,
would increase rapidly as a function of running time. We also
hypothesized that, at that stage, changes in SmO, would ac-
count for a considerable part of the variance in the running
pattern.

2 | Materials and Methods
2.1 | Participants

Eighteen youth competitive runners (10 male and 8 female)
participated voluntarily in the study initially after providing
written informed consent. All runners were healthy and free
of any neuromuscular or musculoskeletal problems. They were
required to have at least 3years of regular training and at least
2years of competing in national championships at distances
between 1500 and 3000m. The research was approved by the
Ethics Committee of the School of Physical Education and Sport
Science at Thessaloniki (EC-12/18-5-2020).

2.2 | Protocol and Instrumentation

Biomechanical and physiological data were collected simul-
taneously during an 8-min running test near exhaustion on a
300-m looping outdoor track. To minimize variation in ambi-
ent conditions, testing of all participants was completed within
four consecutive days between 17:00 and 20:00. Air temperature
and humidity were 27.3-29.1°C and 47.8%-49.2%, respectively.
Participants were familiarized with the equipment 1 day before,
when they came to the field for an easy 5-min run while wearing
all the measuring equipment.

On the testing day, the participants were asked not to eat any-
thing during the 3h preceding testing. They began with a light
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running warm-up at a self-paced speed for 10 min, followed by
5min of dynamic stretching. The main task was an 8-min run
at a steady speed as fast as possible. Runners were instructed to
keep a constant velocity throughout the test, and the research-
ers checked that with an electronic chronometer every 100m.
The pace was individually calculated, based on Riegel's formula
and each participant's most recent competition pace [18]. If a de-
viation larger than +10% was observed, verbal notification was
given to increase or reduce the pace accordingly. Participants
were not included in the analysis if they deviated from the in-
structed pace more than 3 times.

During the test, subjects received verbal encouragement to
continue until the 8 min was reached. To ensure that they ap-
proached exhaustion in the end, the following criteria were used:
a heart rate (HR, monitored continuously through a Polar H10
monitor, Kempele, Finland) of £10bpm from the age-predicted
maximum (220—age) and a rating of perceived exertion >17 (re-
ported upon completion of the test) on the 6-to-20-point Borg
scale. Participants wore their preferred running spikes during
the test.

SmO, was continuously measured using a portable, wireless
NIRS sensor (Moxy Monitor, Fortiori Design LLC, Hutchinson,
MN) fixed on the right rectus femoris and held in place with
adhesive tape and by the participants’ elastic shorts. The sensor
was covered with a light shield supplied by the manufacturer to
minimize interference from ambient light. SmO, data were re-
corded wirelessly at a frequency of 2 Hz through the VO2 Master
Manager mobile application (VO2 Master Health Sensors,
Vernon, BC) and were averaged over every 10s, starting from
the moment each runner acquired a steady speed (8-10m after
the onset of running). The so-called total hemoglobin (tHb) was
also recorded and analyzed in the same way. This dimensionless
quantity reflects the local total (i.e., both oxygenated and deoxy-
genated) heme concentration. Because the amount of heme in a
muscle fiber does not change during exercise, a change in total
heme concentration will reflect a change in the amount of he-
moglobin inside the blood vessels. Hence, tHb is used to follow
changes in local muscle blood volume. HR was averaged over
every 10s too.

Lower extremity kinematics were quantified using a pair of
wireless Bluetooth, 9-degree-of-freedom IMUs (k-Sens [now
K-Move]), Kinvent, Biomechanique, Montpellier, France with
120-Hz sampling frequency. This sensor has been successfully
used in other studies [19, 20]. Linear acceleration and angular
velocity were used for further analysis. The minimum detect-
able step of the IMU sensors was 4mg/L SB (least significant
bit) for the accelerometer and 0.06°/s for the gyroscope. The
maximum detectable value for the accelerometer was 16g and
for the gyroscope 2000°/s. The IMU sensors were fixed on the
middle of the tibial bone and at the lower foot (metatarsals).
Both sensors were synchronized through an android OS mobile
application.

One month after the aforementioned test, we subjected 10 of
the participants to a run at 75% of the speed of the main run
for 8min and measured only lower extremity kinematics, as de-
scribed above. This run served as a control test.

2.3 | Preprocessing

Raw kinematic signals were low-pass filtered at 20 Hz. All ex-
tracted features represented discrete values from every stride.
These features were sourced from the two aforementioned
sensors (tibia and foot), each providing data across six chan-
nels: three linear accelerations and three angular velocities,
12 channels in total. All data extraction processes were per-
formed using R v4.3.1 (R Foundation for Statistical Computing,
Vienna, Austria). A peak-to-peak algorithm on the largest
component of the acceleration signal was used to determine
stride time intervals (Figure 1A). To achieve temporal normal-
ization and ensure consistency in stride segmentation, all lin-
ear accelerometric and angular velocity data were interpolated
to a 100-point representation per stride (Figure 1B).

Following this, the triaxial accelerations and angular velocities
(comprising the anteroposterior, mediolateral, and vertical axes)
from each sensor were transformed and concatenated, result-
ing in a 1 X600 data vector per sensor. Measurements from the
two sensors were further concatenated horizontally, creating a
1x1200 vector, which provided a holistic representation of the
movement pattern exhibited within each stride. For each test
comprising m strides, the derived linear accelerometric vectors
were collated into an mx 1200 matrix.
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FIGURE 1 | Temporal normalization of vertical acceleration data.
(A) Typical vertical acceleration recording from a participant's tibia
sensor during seven strides (delimited by the dots). (B) Superimposition
of the first 100 strides from an individual, normalized to a 0%-100%
temporal scale.
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2.4 | Subject-Specific Modeling

To reduce the high dimensionality (mx1200) of the kine-
matic data matrix, which can make subsequent analyses
computationally intensive and might risk overfitting when
building predictive models, we utilized principal component
analysis (PCA). This approach aimed to extract the most sa-
lient features, ensuring that the motion profile of each stride
was captured in a manner consistent with the proposal by
Daffertshofer et al. [21]. This was achieved using covariance
matrix decomposition and implemented with the scikit-learn
(1.4.2) Python library. The data were separated into a train-
ing set, which encompassed the initial 40% of the test (i.e.,
3.2min), and four testing sets, each containing 15% of the re-
maining data (1.2 min each). Then, PCA was implemented on
these five datasets of each participant separately. To maintain
uniformity and avoid any data leakage, the PCA extraction
was initially performed in the training set. Subsequently, that
PCA fit was implemented in each of the testing sets, using the
coefficients obtained from the training set (i.e., mean and SD)
to ensure that the principal component (PC) scores of the test-
ing sets were appropriately aligned with their corresponding
training set data [13, 15].

For every participant, an individualized one-class model was
established based on his/her stride characteristics obtained
from the PC scores by use of OCSVM to detect deviations from
established movement patterns. Model fitting was employed
using the OCSVM object with a radial basis function (RBF)
kernel from Python's scikit-learn library (1.3.0), which is based
on the algorithm described by Scholkopf et al. [14, 22]. The
classifier's boundary was trained based on the PC scores that
represented 95% of the variance. The RBF kernel was paired
with a “nu” and a “gamma” parameter for fine-tuning. Nu was
set to 1%, thus directing the model to identify and classify the
most distinct 1% of the strides as outliers, while treating the
remaining 99% as typical strides [16]. This approach ensures
that only the most extreme variations in stride patterns are
flagged, thus maintaining a high threshold for outlier de-
tection. By configuring “nu” in this manner, we achieved a
controlled sensitivity to deviations, which is critical given the
model's purpose to detect abnormal stride behaviors in a prac-
tical context.

This fine-tuning was carried out individually to maintain the
subject-specific nature of the model. The gamma parameter
controls how strict or flexible the decision boundary is between
normal data and outliers and was set based on the grid search
approach [22]. The value that produced the best F1 score was
chosen as input to the model.

2.5 | Statistical Analysis

Descriptive statistics are presented as the mean and SD. A one-
way repeated-measures ANOVA was performed on the results
of the OCSVM models for the near-maximal test to examine
whether the percentages of outliers differed between the selected
data segments (i.e., the training and the four testing sets), after
verifying that the distribution of the parameters did not differ sig-
nificantly from normal according to the Shapiro-Wilk test. The

Mauchly's test was used to assess the sphericity assumption, and
the Greenhouse-Geisser sphericity correction was applied, since
violation of the assumption was detected. Partial eta squared (r/;)
was used to assess the effect size. Post hoc analysis to examine
pairwise differences was performed using Student's ¢ test with
Bonferroni correction for multiple comparisons. For the control
test run, the Friedman repeated-measures test was used due to
violation of the normality assumption. Baseline and final values
of SmO, and tHb were compared through the Wilcoxon signed-
rank test. Pearson correlation analysis was used to examine the
relationship between the average SmO, and the percentage of
outliers in each dataset. Statistical significance was declared at
p<0.05. All statistical analyses were performed with R v4.3.1 (R
Foundation for Statistical Computing, Vienna, Austria).

3 | Results

Two of the 18 participants (both females) were excluded from the
analysis for failure to meet the criterion of not deviating from
the instructed pace more than 3 times. The characteristics of the
remaining 16 participants and their performance during the test
are shown in Table 1.

The average number of PCs explaining 95% of the total variance
in the running pattern within the training set of each participant
was 57. Figure 2 is a simplified visualization of the model's de-
cision boundary for a representative individual, employing only
two PCs. The actual boundary, as defined by the OCSVM and
subsequent analyses, was set in a multidimensional PC space for
each individual.

The percentages of outliers in the training set and the four
testing sets were, in sequence, 2.2+0.8, 3.2+1.6, 7.3+4.8,
1754119, and 43.6%28.2% (F, ,; 4,,=30.25, p<0.0001,
=0.67, Figure 3). The percentage of outliers in the 85%-100% set
differed significantly from those in all preceding ones, and the
percentage of outliers in the 70%-85% set differed significantly
from those in the 0%-40% and 40%-55% sets (all p<0.001). The
corresponding percentages of outliers in the submaximal (con-
trol) test were 2.47+0.98, 4.43+2.36, 5.19+2.93, 6.77+4.21,
and 6.62+4.85, with no statistically significant differences be-
tween sets.

Figure 4 presents the kinetics of rectus femoris SmO,, rec-
tus femoris tHb, and HR during the run. Regarding SmO,,
there was a significant drop from 74.3+8.4% at baseline
to 10.1+6.8% in the end (p<0.001). One can discern two

TABLE 1 | Characteristics and performance of the participants
during the test (mean + SD).

Characteristic Males (n=10) Females (n=06)
Age (years) 16.3+0.9 15.8+0.7
Weight (kg) 69.4+5.3 61.2+3.3
Height (m) 1.78 +0.06 1.63+0.05
Total strides 679+28 700 £25
Speed (m/s) 4.49+0.32 3.91+0.21
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FIGURE2 | Two-dimensional principal component analysis score plots of the stride characteristics of a participant during 0%-40% (A), 40%-55%
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FIGURE 3 | Individual (colored dots), mean (black dots), and SD
(whiskers) percentages of outlier strides in each of the five datasets.
*p <0.001.

breakpoints (visually estimated by two independent research-
ers), marking the transitions from a rapid initial drop to a slow
decrease during most of the run to a more rapid (though not
as rapid as the initial one) drop toward the end. The tHb curve
displayed a biphasic response, decreasing during the initial
half minute and increasing almost linearly afterward. This
resulted in a final value of tHb that was significantly higher
than baseline (12.51+0.34 vs 12.25+0.35, p <0.001). Finally,
HR exhibited a rapid increase during the first half minute, fol-
lowed by a slower rise throughout the rest of the test, which
ended at 205+ 6 bpm.

Based on the substantial drop in SmO, during the end of the
run, we examined whether there was any correlation with the
substantial increase in outlier strides over the same period. We
found a moderate negative correlation (r=-0.61, p=0.013) be-
tween the average SmO, during 85%-100% of the run and the
percentage of stride outliers during the same interval (Figure 5).
No such correlation was found between SmO, and stride outliers
during the preceding intervals.

SmO; (%)

131
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0 100 200 300 400

Time (s)
FIGURE 4 | Mean and SD of rectus femoris oxygen saturation (A),
rectus femoris total hemoglobin (B), and heart rate (C) during the run.
The vertical broken lines represent potential breakpoints in SmO,.
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4 | Discussion

The primary aim of this study was to explore mechanical de-
viations in stride characteristics during high-intensity running,
specifically within the severe-intensity domain, as indicated
by a continuous drop in SmO, during the test [17]. The subject-
specific application of OCSVM models effectively pinpointed
instances where participants departed from baseline running
patterns. This approach enabled us to confirm the first hypoth-
esis of the study (i.e., deviations from the fundamental running
pattern would increase rapidly as runners approached the end of
the test). Indeed, the mean percentage of outliers more than dou-
bled (rising from 17.5% to 43.6%) between the fourth (70%-85%)
and fifth (85%-100%) segments of the run (Figure 3). No such
change was seen in the control test at 75% of the maximal speed,
thus showing that the changes measured in the main test were
not artifact.

The number of deviations in the last segment of the main run
(and only that) correlated moderately and negatively with mus-
cle oxygenation, lending support to our second hypothesis (i.e.,
changes in SmO, would account for a considerable part of the
variance in the running pattern). As the run progresses, espe-
cially in the final segment, several factors whose influence on
movement during the most fatigued states increases could drive
the correlation between deviations and decreased muscle ox-
ygenation. These include gradual energy depletion leading to
neuromuscular fatigue and impaired movement control [23];
an oxygen supply-demand mismatch under increasing physio-
logical stress [24]; accumulation of acidity affecting muscle effi-
ciency [24]; adaptive changes as individuals seek more efficient
movement strategies due to fatigue [25, 26]; and mental fatigue
impacting focus and motor control [27]. Together, these factors
increase biomechanical variability considerably, thus empha-
sizing the complex interplay between physiological strain and
biomechanical response.

Coaches can easily spot changes in running kinematics during
prolonged high-intensity running by the stiff movements of
middle-distance runners near the finish or of marathoners
after the halfway point. These subtle changes become evident

as runners strive to maintain a constant pace. Research has
documented significant fatigue-induced kinematic changes
during constant-speed runs of varying durations and intensi-
ties, ranging from 10 min at a speed exceeding the 5-km race
pace [28] to a marathon [29]. In a continuous protocol similar
to ours, Derrick et al. [30] induced fatigue in 10 recreational
runners at speeds matching their best 3200-m effort for about
15min. Data collected during the first, middle, and last min-
utes of the run revealed progressive kinematic changes, in-
cluding increased knee flexion at initial ground contact and
midstance. Similarly, Van Gheluwe & Madsen [31] found in-
creased peak pronation angle and rear-foot eversion angle in
runners as they approached exhaustion. Our study advances
such previous work by employing continuous monitoring of
runners’ movement patterns alongside physiological mark-
ers. By utilizing a multivariate analysis, we offer a different
perspective of the dynamics at play. Most relevant studies in
the literature employed analysis of discrete features and mea-
sured their deviation in various phases of a trial. By contrast,
our features are series of PC components that imprint the ki-
nematic behavior based on all the available information for
every stride. Furthermore, we measured the deviation from
phase to phase using a metric that quantifies the number of
outliers. Despite the fact that direct comparison with other
studies cannot be made, the idea that fatigue affects the me-
chanical behavior of the system is also reflected in our study.

Fatigue influences lower extremity mechanics during run-
ning. With fatigue imposing adverse effects on neuromuscu-
lar function, a reduction in the transfer of mechanical energy
during the stretch-shortening cycle can be expected [23, 32],
along with an increase in muscle reaction times [33]. As the
body experiences physiological stress, the muscles become
less efficient, leading to altered biomechanics. However, it is
worth considering that these alterations may not be neces-
sarily detrimental. Banks & Aghazadeh [25] and Srinivasan
& Mathiassen [26] suggest that such variations could repre-
sent mechanical adaptations toward a more energy-efficient
or comfortable movement pattern under fatigue. Apart from
the energy efficiency hypothesis, fatigue in this case could be
the control variable, the scaling of which may be responsible
for moving to a different attractor [34], according to the dy-
namic systems theory perspective. This theory posits that the
behavioral state (attractor) of an order parameter (running
mechanics in this case) is dependent on the scaling of a control
parameter. Such transition phases are characterized by highly
variable patterns [35] of the order parameter. This hypothesis
is particularly relevant to the three participants who exhibited
an exceedingly high percentage of outlier strides in the latter
part of the test (see Figure 3). By observing the SmO, kinetics
during the same time interval, one is tempted to count this
variable as the control parameter governing the behavior state
of the order parameter, that is, the mechanics of movement.
However, without further detailed analysis, it is premature to
definitively state that SmO, kinetics govern these biomechan-
ical changes. Acknowledging this, our speculation opens up
new hypotheses for research and is a logical next question in
our exploration of the intricate relationship between physio-
logical responses and biomechanical adjustments during in-
tense exercise.
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The negative association between the percentage of outlier
strides and rectus femoris SmO, in the last segment of the test
showed that the variation in SmO, explained 37% (i.e., r*) of the
variation in stride outliers. From a physiological standpoint,
SmO, is a measure of the balance between oxygen delivery and
consumption in muscle tissue, thus providing insight into the
muscle's metabolic state [36]. Low SmO, levels, particularly
during high-intensity activities, are indicative of inadequate
oxygen supply to the muscles. This inadequacy may be critical,
as oxygen is essential for aerobic metabolism, which predom-
inantly supports muscle activity during endurance sports [37].
As athletes approach maximal exercise intensity, insufficient
oxygen supply may lead to suboptimal muscle contractions [38].
This could manifest as inconsistent stride patterns, detectable as
deviations (outliers) from the normal pattern that the OCSVM
algorithm established in the data set. The fact that, of the three
participants who exhibited an exceedingly high percentage of
outlier strides in the latter part of the test, one did not display
low SmO, (see Figure 5) is probably due to factors that explain
the remaining 63% of the variation. These factors may include
individual fitness levels, biomechanical efficiency, or differen-
tial responses to stress among individuals. This underscores
the importance of conducting analyses that are tailored to each
individual. Alternatively, our findings may be interpreted as
showing that inconsistencies in stride patterns could precipitate
a reduction in SmO, toward the end of a run by increasing the
muscular effort required, thereby elevating oxygen consump-
tion beyond what the circulatory system can replenish. Such
biomechanical inefficiencies could, therefore, lead to a drop in
SmO, levels, signifying a metabolic stress response within the
muscles. This perspective introduces a bidirectional relationship
whereby stride pattern irregularities could both result from and
contribute to the observed decrease in muscle oxygenation, thus
pointing to a complex feedback loop between biomechanical ac-
tions and physiological responses under severe exertion.

The triphasic response of rectus femoris oxygenation to exhaus-
tive running observed in the present study has also been de-
scribed by Kirby et al. [17]. The first, rapidly descending, phase
can be explained by the abrupt rise in energy demand upon the
commencement of running, a rise that could not be matched by
the oxygen supply from the blood. Indeed, during the same pe-
riod, tHb was below baseline. This initial drop in tHb can be ex-
plained by an increase in muscle tension, which squeezes blood
out of the muscle upon the onset of exercise [39]. The subsequent
near-linear rise of tHb up to the end of exercise may be due to
sustained vasodilation [40], which balanced the effect of muscle
tension (i.e., tHb returned to baseline) at a time coinciding with
the end of the rapid drop in SmO,,. It is then possible that this va-
sodilation and the high HR increased the oxygen delivery to the
muscle substantially, thus curbing the decrease in muscle oxygen-
ation throughout the remainder of the exercise test. Finally, the
more rapid drop in muscle oxygenation near the end of exercise,
despite a sustained rise in blood supply and a constant exercise
intensity, suggests a deterioration of running economy (resulting
in depletion of muscle oxygen) due to deviation from the normal
running pattern, as also mentioned in the previous paragraph.

Although our correlation analysis showed that a considerable
portion (37%) of the variation in the percentage of outlier strides
during the last segment of the test could be explained by the

variation in rectus femoris oxygenation, it nevertheless leaves
plenty of room for other potential factors influencing stride de-
viations. Psychological stress and mental fatigue can indirectly
impact intermittent running performance by increasing the per-
ception of effort, suggesting that these factors influence running
biomechanics [27]. Additionally, biomechanical constraints,
such as the athlete's running speed and motor skill level, affect
movement variability, including stride length and joint kine-
matics [41]. It is also vital to distinguish between correlation
and causation. The observed relationship between SmO, and
percentage of outlier strides does not necessarily show that low
muscle oxygenation causes stride inconsistencies (as also dis-
cussed above). Controlled experiments are needed to establish
causality.

Our findings on muscle oxygenation and running kinematics
during fatigue can be further contextualized by considering
the concept of physiological resilience, as explored in recent
reports [42, 43]. Physiological resilience, that is, the capacity
to sustain performance amidst accumulating physiological
stress, might influence how athletes maintain muscle oxygen-
ation levels and efficient running mechanics under fatigue. This
perspective suggests that individuals with higher physiological
resilience can better counteract the adverse effects of fatigue,
thereby preserving optimal muscle oxygenation and movement
patterns [43]. This can be conceptualized visually in Figure 3,
where the two last segments exhibit large data dispersion, im-
plying highly individualized responses and, indirectly, different
resilience levels.

The strength of our findings is limited by the fact that, although
homogeneous, the sample was relatively small and consisted of
well-trained track athletes. This could limit the generalizability
of the findings to a broader population, including recreational
runners or athletes from other sports. Secondly, the protocol em-
ployed may not fully replicate the complexity of fatigue develop-
ment in different running contexts, such as varying terrains or
longer endurance events. Additionally, the reliance on wearable
devices for measuring muscle oxygenation may not capture the
full spectrum of physiological changes during intense exercise.
Finally, although we took all necessary precautions (stable fix-
ing and appropriate data collection and processing) to minimize
sweat and movement artifacts, we cannot rule out the possibil-
ity that they may have had some impact on the recorded data,
although this is not expected to affect the quality and validity
of the results. Future research should aim to address these lim-
itations by incorporating a more diverse participant pool, varied
fatigue-inducing conditions, and additional physiological mea-
sures to deepen our understanding of how severe exertion af-
fects running biomechanics.

5 | Conclusion

In conclusion, the present study elucidates the interplay be-
tween deviations in high-intensity running mechanics and
quadriceps muscle oxygenation, employing a subject-specific
approach with OCSVM models. Our findings reveal increases in
mechanical deviations, which correlate with decreased muscle
oxygenation, supporting the hypothesis that alterations in run-
ning biomechanics are likely linked to physiological resilience.
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These insights underscore the importance of individualized
monitoring in training, aiming to optimize performance and
minimize injury risks. There is evidence [2] that deviations from
normal kinematics can stress the musculoskeletal system, and
compensatory movements may increase the risk of injury by
creating imbalances and impairing shock absorption. Given the
repetitive nature of running, minor kinematic changes can ac-
cumulate, potentially resulting in considerable repetitive stress
injuries [2]. This research contributes novel perspectives on the
biomechanical and physiological responses to endurance run-
ning, emphasizing the usefulness of continuous monitoring for
enhancing athletic performance.

6 | Perspective

Understanding the correlation between deviations in normal
running pattern and muscle oxygen depletion has some practical
implications. Real-time monitoring of SmO, or stride outliers,
both of which are feasible with current technology and math-
ematical modeling, could serve as an early warning system,
allowing athletes and/or coaches to take measures and make
adjustments before running technique deteriorates. For exam-
ple, one could either apply technique adjustments to sustain me-
chanical efficiency and shift the occurrence of this phenomenon
further to the right on the timeline of the trial or appropriately
manipulate rest time during interval training protocols to re-
cover and perform with the typical movement pattern. Beyond
immediate practical applications, our research could open new
paths for further scientific inquiry. Subsequent studies could ex-
plore how individual differences in responses to fatigue and me-
chanical efficiency could correlate with long-term outcomes like
performance improvements and injury rates, potentially leading
to new insights into athletic training and health maintenance.
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